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In an effort to establish and enhance the accuracy of key informant
data, organizational survey studies are increasingly relying on
triangulation techniques by including supplemental data sources that
complement information acquired from key informants. Despite the
growing popularity of triangulation, little guidance exists as to when and
how it should be conducted. Addressing this gap, the authors develop
hypotheses linking a comprehensive set of study characteristics at the
construct, informant, organizational, and industry levels to key informant
accuracy. Two studies test these hypotheses. The first study is a meta-
analysis of triangulation applications. Using data from 127 studies
published in six major marketing and management journals, the authors
identify antecedents to key informant reliability. The second study, using
eight multi-informant data sets, analyzes antecedents to key informant
validity. The results from these studies inform survey researchers as to
which conditions particularly call for the use of triangulation. The authors
conclude by offering guidelines on when and how to employ triangulation
techniques.
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Key informant surveys are an essential data source in
marketing and management research. However, given the
complex and subjective task key informants need to per-
form, some investigators have questioned the accuracy of
their responses (e.g., March and Sutton 1997). Therefore, to
ensure the accuracy (i.e., reliability and validity) of key
informant data, researchers are increasingly advocating col-
lecting supplementary data, such as information from
archival sources and additional respondents (e.g., Van
Bruggen, Lilien, and Kacker 2002). This strategy has been
variously labeled “convergent methodology” (Campbell and
Fiske 1959), “convergent validation” (e.g., Slovic 1962),

and “triangulation” (Webb et al. 1966) and can be under-
stood as “the combination of methodologies in the study of
the same phenomenon” (Denzin 1978, p. 291). We primar-
ily use Webb et al.’s (1966) term “triangulation,” borrowed
from navigation, in which it denotes the “use [of] multiple
reference points to locate an object’s exact position” (Jick
1979, p. 602).

Although triangulation is increasingly common, it is
costly and not always easy to implement (Rindfleisch et al.
2008). For example, given the issue of “oversurveying”
(Rogelberg and Stanton 2007), managers are reluctant to
participate in surveys, especially if a colleague has already
taken part. At the same time, archival data are often avail-
able for only a small subsample of the firms surveyed and
cause problems of matching data sources and establishing a
common metric. Making things worse, triangulation does
not add substantial value if the responses of the first key
informant are largely accurate.

Therefore, researchers could benefit from being able to
predict under what circumstances they most need triangula-
tion of key informant responses. Such predictions presup-
pose knowledge of the factors systematically affecting the
accuracy of key informants, and our article addresses this
issue. In a first study, we conduct a meta-analysis of previ-
ous triangulation efforts to establish whether and, in particu-
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lar, when key informant responses are reliable. To do so, we
use data from 127 studies (corresponding to a total number
of n = 11,874 observations) that report key informant relia-
bility when compared with data from other sources and that
were published between 1998 and 2010 in six major mar-
keting and management journals. In a second study, we ana-
lyze eight multi-informant data sets from different market-
ing research contexts to determine whether and particularly
when key informant responses are valid. 

Our research makes at least three important contributions.
First, whereas previous studies have focused mostly on
either reliability or validity, we adopt an integrative per-
spective by investigating both aspects of accuracy. Second,
previous research on method biases in survey research has
typically investigated people’s self-reports. We focus on key
informant reports that involve aggregations over people,
tasks, organizational units, or events (Seidler 1974), which may
introduce other biases and problems. Third, and most impor-
tant, previous research has predominantly focused on describ-
ing overall levels of response accuracy and only conducted
some exploratory analyses to identify antecedents. Our aim
is to develop and test hypotheses regarding a broad set of
potential drivers of key informant accuracy. We analyze the
impact of construct characteristics on reliability and valid-
ity. Moreover, we investigate the impact of informant,
organization, industry, and method characteristics on relia-
bility. Knowledge of the effects of these antecedents will
allow researchers to make an informed choice about when
triangulation is most needed.

GOALS AND METHODS OF TRIANGULATION
The ultimate goal of triangulation is to ensure the accu-

racy of key informant data. Two types of error appear that
commonly affect key informant response accuracy (e.g.,
Churchill 1979): systematic measurement error (also referred
to as “method error”) and random measurement error. There-
fore, a key informant response x can be expressed as the
sum of the true value tx, a systematic measurement error sx,
and a random measurement error ex:
(1) x = tx + sx + ex.

If random errors are uncorrelated with the true values and
systematic errors and if true values and systematic errors are
uncorrelated, the correlation between x and a second variable
y (measured through the same informant) can be written as
follows:

From this equation, the differential consequences of the two
types of error become apparent (Cote and Buckley 1988).
Random measurement error attenuates the correlation. A
covariance between the systematic error components sx and
sy biases results in a way that depends on the direction and
magnitude of this covariance. Only if systematic error terms
are uncorrelated do they affect results the same way as ran-
dom measurement error. This is only the case if x is influ-
enced by a different method factor than y and if these two
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method factors are uncorrelated. As prior research shows
(Cote and Buckley 1987), this occurrence is unlikely.

The distinction between random and systematic measure-
ment error is directly linked to the distinction between relia-
bility and validity (Churchill 1979). Using triangulation to
counter the threats of random measurement error is intended
to ensure the reliability, and using it to counteract the threat
of systematic measurement error is intended to ensure the
validity of key informant responses.

In addressing issues of reliability and validity with trian-
gulation, researchers may pursue two distinct strategies.
First, they may aim to establish the accuracy of key inform-
ant responses by using additional data to estimate the degree
of random and systematic measurement error present in the
responses. Second, they may aim to enhance the accuracy
of key informant data by combining those data with infor-
mation from different data sources. Accordingly, as Figure
1 shows, triangulation can have four goals, each associated
with a different set of methods.

First, to establish the reliability of key informants, research -
ers can use correlational approaches. If data sources are not
interchangeable (i.e., the informants are distinguishable
according to a systematic criterion), Pearson’s r is the suit-
able choice. If data sources are interchangeable, the intraclass
correlation coefficient (ICC)—more specifically the ICC(1)
(Bliese 2000)—is appropriate. In addition, although it does
not measure reliability in a strict sense (Kozlowski and Hat-
trup 1992), the rwg(J) agreement index (James, Demaree,
and Wolf 1984) offers a heuristic approach to assessing ran-
dom error (James, Demaree, and Wolf 1993).

Figure 1
GOALS OF TRIANGULATION

Establish Validity
Available triangulation 
methods:
•Multitrait-multimethod
(MTMM) matrix analysis
•CFA with M method factors
•CFA with M – 1 method 
factors
•Correlated Uniqueness
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Enhance Validity
Available triangulation 
method:
•SEM with method factors

Establish Reliability
Available triangulation 
methods:
•Correlational approaches
(e.g., Pearson’s r, 
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•Agreement approaches
(e.g., rWG(J), ADM)

Enhance Reliability
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method:
•Aggregation across 
multiple data sources
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Second, if researchers are interested in enhancing the reli-
ability of key informant data, they can aggregate the infor-
mation from different data sources (Van Bruggen, Lilien,
and Kacker 2002) and assess the reliability of the composite
using the ICC(2) (Bliese 2000). 

Third, as Equation 2 suggests, researchers wanting to
establish the validity of key informant data must assess the
covariance between systematic errors for at least two con-
structs. To do so, previous research has proposed numerous
approaches that combine the analysis of multitrait multi-
method (MTMM) correlation matrices (Campbell and Fiske
1959) with confirmatory factor analysis (CFA) (Bagozzi
and Yi 1991; Podsakoff et al. 2003). They include the CFA
with M and M – 1 method factors (Eid 2000; Kumar and
Dillon 1990), the correlated uniqueness model (Marsh,
Byrne, and Craven 1992), and the direct product model
(Kumar and Dillon 1992).

Fourth, the logic of the MTMM approaches described
previously can also be adapted to enhance the validity of
key informant data. By integrating factors representing the
different data sources in a structural equation model,
researchers can estimate trait interrelationships while con-
trolling for systematic error (Cote and Buckley 1987; Doty
and Glick 1998).

This article’s objective is to make generalizations about
situational drivers of key informant accuracy. For this pur-
pose, we conducted a first study that investigates drivers of
key informant reliability and a second study that analyzes
antecedents to key informant validity.

STUDY 1: ANTECEDENTS TO KEY INFORMANT
RELIABILITY

Hypotheses
In deriving specific study characteristics that drive key

informant reliability, we rely on social cognition theory
(e.g., Hastie and Park 1986). This theory is useful for ana-
lyzing the processes underlying survey response formation
and the emergence of random response errors (Harrison,
McLaughlin, and Coalter 1996; Tourangeau, Rips, and
Rasinski 2000).

Two concepts from social cognition theory are central for
our research: (1) availability of relevant information and (2)
difficulty of retrieval. First, according to social cognition
theory, only some of the issues assessed in survey research
are already present in an informant’s memory. On a contin-
uum of information availability, at the more available end,
the respondent has relevant information that is easily repro-
duced, whereas at the less available end, the respondent’s
memory does not contain relevant information (Tourangeau,
Rips, and Rasinski 2000). In the latter case, informants must
form a response based on related cues, introducing the pos-
sibility of making imprecise inferences that adversely affect
the reliability of the response.

Second, human long-term memory contains significantly
more information than a single mental task requires (Badde-
ley 1986). Retrieval denotes the process of bringing informa-
tion held in long-term memory to an active state, in which it
enters the short-term memory to be used (Jobe, Tourangeau,
and Smith 1993). The retrieval process can be subject to
problems, such as retrieving wrong or generalized informa-
tion (Fazio et al. 1986), which also reduces reliability.

We propose that availability of information and difficulty
of retrieval, and thus informant reliability, differ markedly as
a function of four sets of factors: (1) construct characteristics,
(2) informant characteristics, (3) organizational characteris-
tics, and (4) industry characteristics. Because we also inves-
tigate formal considerations, we consider method character-
istics as a fifth set. 
Construct characteristics. We suggest that five construct

characteristics (temporal reference, objectivity, salience,
specificity, and local scope) affect key informant reliability.
We expect the construct’s temporal reference (defined as its
allusion to the present vs. the past) to be related to key
informant reliability. First, temporal reference is substan-
tially linked to the availability of information. The greater
the difference between the time of the interview and the
time to which the construct refers, the more likely the
respondent will have forgotten relevant details. Second, pas-
sage of time negatively affects the precision of retrieval
owing to interference effects (Gillund and Shiffrin 1984). It
increases the likelihood that the informant faces other issues
and also stores them in memory. Then more information
search is required, decreasing the chance of precise recall.
Thus:

H1: The reliability of key informant responses is greater for
constructs pertaining to the present (vs. the past).

The complexity of the information retrieval process is
greater if the nature of the construct requires key informants
to engage in subjective assessments (low objectivity) rather
than to report on factual phenomena that are clearly linked
to objective referents (high objectivity). In general, cogni-
tive processes involved in making subjective assessments
on ambiguous phenomena are more difficult to perform
(Golden 1992; Starbuck and Mezias 1996), whereas report-
ing on more objectively verifiable data is less demanding,
decreasing the risk of random response error (Feldman and
Lynch 1988). Thus:

H2: The reliability of key informant responses is greater for
more objective constructs (vs. more subjective constructs).

Next, we put forward the notion that key informant relia-
bility depends on the investigated construct’s salience,
defined as the degree to which its subject matter relates to a
conspicuous issue versus a routine process. Research in psy-
chology has shown that people can easily recall information
on landmark events (e.g., Pillemer et al. 1988). At the same
time, the occurrence of multiple similar routine events
reduces the likelihood of precisely retrieving any one of
them (Huber and Power 1985). People are less prone to for-
get emotionally arousing events because they are more
likely to notice them initially and to reflect on them after-
ward. Given that salient events are more elaborately coded
and cause greater emotional impact, both availability and
retrievability of relevant information are greater. Thus:

H3: The reliability of key informant responses is greater for
constructs pertaining to more salient events (vs. more rou-
tine events).

Whether a construct pertains to characteristics of specific
people (e.g., the key informant’s superior) or to nonpersonal
phenomena (e.g., team-level or organizational-level occur-
rences) has implications for the complexity of information
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retrieval. When informants make inferences about nonper-
sonal phenomena or perform aggregations over people,
retrieval complexity increases, leading to unreliable responses.
Silk and Kalwani’s (1982) study on the reliability of organi-
zational purchasing measures finds a lower reliability when
these constructs were more global (i.e., involved numerous
interactions) than when the constructs that were more spe-
cific (i.e., referred to a particular instance). In a similar vein,
we hypothesize the following:

H4: The reliability of key informant responses is greater for
constructs pertaining to characteristics of specific people
(vs. nonpersonal entities).

Key informants can more easily provide consistent infor-
mation on constructs related to phenomena internal to the
firm than on phenomena related to the firm environment.
The idea that informants remember organizational internal
issues more precisely than environmental issues emerges
from the notion that people store information that pertains
to a unit to which they belong and that they experience first-
hand in a more detailed form than events they merely hear
or read about (Sudman et al. 1994). Therefore, information
availability should be greater and information retrieval eas-
ier for constructs pertaining to the organization than for con-
structs pertaining to its environment. Thus:

H5: The reliability of key informant responses is greater for
constructs pertaining to phenomena internal to the firm (vs.
phenomena related to the firm environment).

Informant characteristics. We consider the informant
characteristics of hierarchical position, functional position,
and tenure as antecedents to reliability. Again building on
the two mechanisms derived from social cognition theory,
we suggest that informants will be more reliable if they
have better access to information and if they often deal with
the survey issues, which facilitates retrieval.

First, employees at different hierarchical levels vary in
the quantity and quality of information sources available to
them; top managers are typically informed about organiza-
tional activities and outcomes continuously and virtually
instantly. Thus, informants in higher hierarchical positions
tend to have superior access to information. In addition,
high-level employees mostly participate firsthand in organi-
zational decisions related to many topical areas key inform-
ant surveys investigate (Hambrick 1981). Even if lower-
level managers are formally informed about organizational
decisions, their involvement tends to be lower, thus exacer-
bating retrieval from memory when they act as key inform-
ant. We hypothesize the following:

H6: The reliability of key informant responses is greater for
informants in higher hierarchical positions (vs. lower hier-
archical positions).

Second, role theory indicates that people occupying a
specialized role within a social structure provide more pre-
cise information on role-related aspects of that structure
than people occupying general positions (Houston and Sud-
man 1975). Imprecise responses are more likely with
respondents whose roles are not closely linked with the phe-
nomenon under study. It follows that employees with a
focus on a specific organizational function are able to pro-

vide more reliable responses than those with a generalist
position.

H7: The reliability of key informant responses is greater for
informants with a focus on a specific organizational func-
tion (versus generalists).

Third, we propose that informant tenure—the duration
the respondent has worked in the unit on which he or she is
reporting—is associated with response reliability. People
with long tenure have a greater awareness of many organi-
zational issues because of their prolonged opportunity to
experience organizational life (Golden 1992; Starbuck and
Mezias 1996). Thus:

H8: The reliability of key informant responses is greater for
informants with longer tenure (vs. shorter tenure).

Organizational characteristics. At the organizational
level, we view size and age as being related to information
availability and retrievability and thus key informant relia-
bility. We expect organizational size to negatively affect
informant reliability. Imagine a key informant being asked
about the marketing strategy of a large multidivisional firm
such as General Electric. Given the diversity of operations
and the great number of employees, the information gather-
ing and computational effort required to provide precise
firm-level responses is enormous. In contrast, a key inform-
ant reporting on a one-employee firm should have less diffi-
culty overseeing the firm’s operations (Seidler 1974) and
providing reliable responses. Thus:

H9: The reliability of key informant responses is greater for
smaller organizations (vs. larger organizations).

We propose that the age of the organization positively
affects response reliability. Older organizations tend to have
established information processing and dissemination rou-
tines as well as more resources for management information
systems than younger organizations. Thus: 

H10: The reliability of key informant responses is greater for
older organizations (vs. younger organizations).

Industry characteristics. We also consider industry 
characteristics’ effect on the reliability of key informant
responses— in particular, industry concentration, research-
and-development (R&D) intensity, and dynamism. In con-
centrated industries, competition tends to be more intense
and competitors behave more aggressively because they vie
for the same pool of customers (Barnett 1997). As a conse-
quence, fiercely competing firms typically do not share
information openly, making it more difficult for managers
to obtain market information (Slater and Narver 1994). Fur-
thermore, concentrated, highly competitive industries are
typically characterized by greater pressure on prices and
high levels of advertising (Porter 1980), which is why man-
agers in these industries lack the time to carry out compre-
hensive analyses. Instead, they must often rely at least
partly on their intuitive assessment of the circumstances
(Homburg, Grozdanovic, and Klarmann 2007). Both the
lack of available information and constant time pressure
preventing detailed analyses reduces managers’ ability to
provide precise survey responses. Thus:

H11: The reliability of key informant responses is greater for less
concentrated industries (vs. more concentrated industries).



Organizations in industries with high R&D spending usu-
ally compete on innovations, which requires them to con-
stantly gather new ideas and insights both from the environ-
ment and from inside the organization (Cohen and Levinthal
1990). Therefore, information collection is highly routinized,
affording key informants efficient access to information.
Thus:

H12: The reliability of key informant responses is greater for
industries with higher R&D intensity (vs. lower R&D
intensity).

Industry dynamism refers to the extent and frequency of
unforeseen changes in the firm environment (e.g., Jap 1999).
In highly dynamic industries, firms’ resource configurations
and strategies quickly become obsolete. Frequent changes
hamper key informants’ ability to provide precise informa-
tion about their organization at a particular point in time.
Thus:

H13: The reliability of key informant responses is greater for
more stable industries (vs. more dynamic industries).

Method characteristics. We consider two characteristics
of the triangulation method: type of data and informant
similarity. We reflect on these antecedents last because we
expect them to affect the estimated but not the actual relia-
bility of key informants. First, we expect that using archival
data will yield higher reliability estimates than using survey
data. Survey items introduce random measurement error,
whereas archival data is usually more precise (Starbuck and
Mezias 1996). Because random error attenuates correlations
(Nunnally 1978), comparing two surveys will lead to
smaller reliability estimates than comparing survey data
with archival data. Thus:

H14: Key informant reliability estimates will be greater if tri -
angulation is conducted using archival data (vs. survey
data).

Second, when additional survey data are used for triangu-
lation, reliability estimates will be higher if the type of
informant used for triangulation is similar to that of the first
key informant. Because researchers are advised to choose
the first informant on the basis of presumed access to infor-
mation (Kumar, Stern, and Anderson 1993), responses from
other (potentially less well informed) informant types are
likely to contain more random error. Thus, reliability estimates
will be less attenuated if responses from similar informants
are used for triangulation. Thus:

H15: Key informant reliability estimates will be greater if tri -
angulation is conducted using key informants of a similar
type (vs. dissimilar key informants).

Methodology
Collection of studies. To test these hypotheses, we con-

ducted a meta-analysis of key informant triangulation. We
performed a census of six major marketing and management
journals (Academy of Management Journal, International
Journal of Research in Marketing, Journal of Marketing,
Journal of Marketing Research, Journal of the Academy of
Marketing Science, and Strategic Management Journal)
between 1998 and 2010. For inclusion in our meta-analysis,
a study had to have used key informants to analyze organi-
zations or organizational subunits and, for at least one of the

constructs, had to have collected additional data from a sec-
ond source. The 182 studies meeting our selection criteria
constitute the overall sample for our meta-analysis. Figure 2
presents information on sample characteristics. (A complete
list of articles is available on request.)

As Figure 2 shows, these studies employed several tri -
angulation methods. Their inclusion in the meta-analysis
required a numerical summary measure of key informant
reliability. Here, we considered correlations (particularly
Pearson’s r and the ICC(1)) and agreement (particularly the
rwg(J) index that James, Demaree, and Wolf [1984] pro-
pose). Other than correlations, which assess the degree to
which ratings are “proportional, when expressed as devia-
tions from their means” (Tinsley and Weiss 1975, p. 359),
agreement measures “the degree to which ratings … are
interchangeable” (Bliese 2000, p. 351). Of the studies, 127
provided information on one or both of these types of meas-
ures. Correlational reliability information was available for
320 constructs from 105 key informant samples (9814
observations) and agreement information for 219 constructs
from 60 samples (4982 observations). We obtained both
correlations and agreement for 108 constructs from 38 sam-
ples. In total, our meta-analysis is based on data for 431
constructs from 127 studies (total number of observations =
11,874).
Meta-analytic procedures. A meta-analysis of key inform-

ant triangulation faces several specific challenges. First, as
outlined previously, studies use different types of effect size
measures (correlation and agreement) that are not compara-
ble across a common metric (Bliese 2000). Therefore, in
this study, we conduct separate analyses for correlation and
agreement.

Second, studies use different correlation coefficients to
establish key informant reliability (Pearson’s r and ICC).
Although these coefficients are derived under different
assumptions (McGraw and Wong 1996), they share a com-
mon substantive meaning. Therefore, we do not distinguish
between ICC and Pearson correlations when aggregating relia-
bility results (Conway, Jako, and Goodman 1995). However,
for the purpose of hypothesis testing, we transform both
types of correlations to Fisher’s (1925) z-scale using appro-
priate transformations (McGraw and Wong 1996). More-
over, when testing antecedents to reliability, we control for
the type of index.

Third, triangulation results also depend on methodological
artifacts resulting from specific characteristics of a study’s
design—namely, the random measurement error attributa-
ble to the questionnaire items (Borenstein et al. 2009) and
the degree of similarity of the phenomena measured across
data sources. To account for these factors, we adapt psycho-
metric meta-analysis (Hunter and Schmidt 2004). Before
aggregation, we corrected correlations individually for
measurement error and construct similarity. We compute
corrected correlations as rcorr = robs/( ¥ similarity), where
robs is the observed correlation and  is the composite relia-
bility of the measurement instrument. (If no  was reported,
we used  = .84, which is the mean reliability of all con-
structs in our sample.) We coded the degree of similarity
between the construct measured through the focal key
informant and the construct measured through additional
data on a scale from .2 (“some association”) to 1 (“identi-
cal”). In most cases, identical constructs were used, result-
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Figure 2
META-ANALYSIS SAMPLE CHARACTERISTICS
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ing in a mean similarity of .942 (median and mode are 1).
Because of their ad hoc nature (Dunlap, Burke, and Smith-
Crowe 2003), agreement measures were not corrected.
Coding. To measure the construct characteristics evoked

by our hypotheses, we relied on judgments from four mar-
keting researchers. Using seven-point semantic differentials,
they separately provided scores for construct characteristics.
We then established consensus among the experts when scores
differed on average by 2 or more (Kumar, Stern, and Ander-
son 1993). The resulting measures show high reliability, with
ICC(2) ratings ranging from .71 (temporal reference) to .84
(local scope). Web Appendix A (www. marketingpower. com/
jmr_webappendix) provides details on the coding process.

With regard to informant characteristics, to study the
impact of an informant’s hierarchical position, we coded
studies on a five-point scale (1 = “frontline employee,” and
5 = “chief executive officer”). To study the effect of an
informant’s functional position, we coded studies depend-
ing on whether the key informants held a specialist or a gen-
eralist position. Finally, we measured average key inform-
ant tenure as the natural logarithm of the average number of
years that the key informants had worked in the unit on
which they were reporting.

With regard to organizational characteristics, we meas-
ured average organizational size by the natural logarithm of
the average number of employees of the firms in a study. In
addition, we studied the influence of average organizational
age, or the natural logarithm of the average number of years
the organizations in a given study have been in existence.

Pertaining to industry characteristics, we captured industry
concentration using the sum of the sales market shares of
the four largest firms in the industry (Biggadike 1979). Fur-
thermore, we measured R&D intensity as the ratio of indus-
try R&D expenditures to total sales (e.g., Lee and Mahmood
2009) and industry dynamism through industry sales volatil-
ity (Sutcliffe 1994). Web Appendix B (www.marketingpower.
com/jmr_webappendix) provides more information on the
coding of industry characteristics.

Regarding method characteristics, to measure the type of
data we used a dummy variable indicating whether triangu-
lation was conducted using archival data or whether cus-
tomer data was used. We coded informant similarity using
three dummy variables indicating whether the second key
informant held the same hierarchical and/or functional posi-
tion. Finally, we control for the type of correlation index
used, using a dummy for ICC(1).
Results
Descriptive analysis. Before we tested our hypotheses,

we were interested in the average key informant reliability

in our sample. To compute a mean across the 105 studies
reporting correlational information, we first aggregated cor-
relations across constructs to arrive at a study-level esti-
mate. Then, we computed a weighted mean across studies
using sample sizes as weights (Hunter and Schmidt 2004).
This procedure yielded a mean correlation of .612 (p < .01).
In a similar manner, we computed the mean agreement
across the 60 studies reporting agreement and found a mean
key informant agreement of .876. In addition, we computed
weighted means for different construct domains using four
categories: performance, intraorganizational, interorganiza-
tional, and extraorganizational constructs. Table 1 shows
these descriptive results.
Investigation of publication bias. To address the potential

issue of a publication bias in reported triangulation results,
we first computed Olkin’s fail-safe N (Lipsey and Wilson
2001). Regarding correlations, we found that 24 unpub-
lished studies with a correlation of zero would reduce the
weighted average from .612 to .500. Reducing mean agree-
ment to .700, indicating medium agreement, would require
15 studies with an agreement of zero (Brown and Hauen-
stein 2005). Compared with the number of studies reporting
reliability, these fail-safe Ns are quite large.

Second, we employed the “trim and fill” method (Duval
and Tweedie 2000), which assumes that publication bias
becomes apparent through an asymmetric distribution of
study results. Therefore, the sample is first “trimmed”—that
is, the most extreme studies are removed until a symmetric
distribution is achieved. Then, an unbiased mean effect is
computed. In a next step, the sample is “filled”—that is, the
algorithm adds the removed studies back to the data while
imputing a mirror result below the unbiased effect. Apply-
ing this procedure to correlational measures of reliability,
we found that no studies below the mean seemed to be miss-
ing. With regard to agreement, the results indicate that 11
studies are likely missing. However, after correcting for
publication bias, the weighted mean agreement is .841, sug-
gesting only a minor bias.
Hypothesis testing. The level of the data available for

hypothesis testing varies. For construct and method charac-
teristics, we have access to complete information at the con-
struct level. However, for the remaining antecedents, data
are only available at the study level and are typically incom-
plete. Therefore, we employed different approaches to test
these antecedents.

Because construct characteristics and method characteris-
tics are nested in studies, we tested hypotheses using multi -
level regression and weighted individual observations
(Geyskens et al. 2009). With correlations as the dependent
variable, we used the inverse of the standard errors of the
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Table 1
AVERAGE CORRELATIONS AND AGREEMENT VALUES FOR DIFFERENT CONSTRUCT CATEGORIES

Correlations Agreement
Mean Mean

Studies Constructs Observations Correlation Studies Constructs Observations Agreement
Overall 105 320 9814 .612 60 219 4982 .872
Performance 50 84 5229 .764 14 19 1034 .924
Intraorganizational 65 174 5826 .502 56 176 4879 .874
Interorganizational 15 39 1302 .649 7 12 416 .875
Extraorganizational 16 23 1310 .612 6 12 1048 .865
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study effect as weights (Thompson and Sharp 1999). For
agreement, we used the square root of the sample size as
weights because standard errors are not available (Dunlap,
Burke, and Smith-Crowe 2003). Table 2 reports the results;
for exact model specifications, see Web Appendix C (www.
marketingpower.com/jmr_webappendix).

Our data support H1, which predicts that key informant
reliability is greater for constructs pertaining to the present
rather than the past (bCor = .094, p < .01; bAg = .021, p <
.01). Likewise, H2 is supported: Constructs referring to
objective information are associated with significantly
higher correlation and agreement values (bCor = .072, p <
.01; bAg = .007, p < .01). In addition, as H3 predicted, corre-
lations and agreement are significantly higher when con-
structs refer to salient events (bCor =.129, p < .01; bAg =
.013, p < .01). However, we find no effect of a construct’s
specificity (bCor = –.017, p > .05; bAg = .002, p > .05). Thus,
the data do not support H4. Finally, agreement is higher for
constructs referring to the organization versus the environ-
ment (bAg = .013, p < .01). However, the effect is not sig-
nificant with correlations as dependent variable (bCor =
.015, p > .05). Thus, H5 is only partially supported.

Moreover, our data support H14, which predicts that relia-
bility estimates are higher if archival data are used for tri -
angulation (bCor = .450, p < .01). The results provide little
support for H15. Although correlational reliability estimates
are higher if key informants from the same function are
used for triangulation (bCor = .101, p < .05), informant simi-
larity does not have any effect otherwise.

To test the remaining hypotheses, we computed the mean
reliability for each study for use as dependent variable. We
applied weighted regression, using the weights described
previously multiplied by the square root of the number of con-
structs in the study to account for the precision of the aggre-
gates. To maximize usable observations, we analyzed each
antecedent separately (Franke and Park 2006), with the excep-
tion of industry characteristics for which usable observations

are identical. Table 3 reports the results; for exact model
specifications, see Web Appendix C (www.marketingpower.
com/jmr_webappendix).

Regarding informant characteristics, H6 is supported.
Correlations and agreement are higher if the key informant
holds a higher position (bCor = .319, p < .01; bAg = .014, p <
.05). H7 is not supported; an informant’s functional position
has no effect (bCor = –.273, p > .05; bAg = .005, p > .05).
Regarding average informant tenure, we find an effect on
agreement but not on correlations (bCor = .057, p > .05; bAg =
.021, p < .05). Thus, H8 is only partially supported.

Regarding organizational characteristics, we find that,
consistent with H9, correlations are smaller if organization
size is high, but we observe no such effect for agreement
(bCor = –.131, p < .05; bAg = –.012, p > .05). Thus, H9 is par-
tially supported. H10, which predicts greater reliability for
older organizations, is not supported (bCor = .011, p > .05;
bAg = .012, p > .05).

Among the industry characteristics, we find a significant,
negative effect of industry concentration on correlations and
agreement (bCor = –1.368, p < .05; bAg = –.204, p < .01),
consistent with H11. In support of H12, R&D intensity sig-
nificantly affects the reliability of responses (bCor = 5.126, p <
.05; bAg = .393, p < .05). Industry dynamism is not related
to key informant reliability (bCor = –.194, p > .05; bAg =
.712, p > .05). Thus, H13 is not supported.

STUDY 2: ANTECEDENTS TO KEY INFORMANT
VALIDITY

Hypotheses
Next, we present hypotheses on antecedents to key

informant validity. We focus on construct characteristics
because the results of Study 1 suggest that they play a cen-
tral role in driving response behavior. In addition, the data
collection for the meta-analysis revealed practically no
applied studies reporting validity, limiting our access to large-
scale data on study level antecedents.

Table 2
THE IMPACT OF CONSTRUCT AND METHOD CHARACTERISTICS: RESULTS OF MULTILEVEL REGRESSION

Dependent Variable
Hypothesis Independent Variable Correlations Agreement

Construct Characteristics
H1 Present-focused .094** (.014) .021** (.003)
H2 Objective information .072** (.017) .007** (.002)
H3 Salient events .129** (.015) .013** (.002)
H4 Characteristics of specific people –.010n.s. (.009) .002n.s. (.001)
H5 Internal to the firm .015n.s. (.011) .013** (.001)

Method Characteristics: Second Data Source
H14 Archival data .450** (.055) —
H14 Survey data from customers .152n.s. (.083) —
H15 Survey data from key informants with same hierarchical background .041n.s. (.048) .015n.s. (.012)
H15 Survey data from key informants with same functional background .101* (.051) –.005n.s. (.011)

Control Variable
Reliability measured through ICC –.443** (.047) —

N (studies) 105 60
N (constructs) 320 219
N (observations) 9814 4982

*p £ .05.
**p £ .01.
n.s.p > .05 (not significant).
Notes: Unstandardized parameters are shown, and standard errors appear in parentheses.
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While social cognition theory suggests that availability of
relevant information and difficulty of retrieval introduce
random error, scholars note that these same issues can also
introduce the risk of systematic error (Podsakoff et al.
2003). That is, for constructs for which informants lack per-
tinent knowledge and/or struggle to retrieve such knowl-
edge from their long-term memory, these informants may
provide a random best guess (thus threatening reliability) or
may use some heuristic to guide their response (thus threat-
ening validity). Systematic response tendencies that may
come into play when information relevant to a construct is
unavailable or difficult to retrieve include implicit theories,
affectivity, central tendency, and leniency biases, among
others (Podsakoff et al. 2003). Thus, the five construct char-
acteristics discussed in the section on reliability may also
influence the extent of systematic error.
Temporal reference. If constructs refer to the distant past,

locating and retrieving adequate information from memory
is difficult. As a consequence, informants may report what
they believe might have plausibly happened rather than what
they specifically remember has happened in that past time
period, increasing the potential of systematic tendencies to
affect the response process. For example, Huber and Power
(1985) argue that retrospective accounts are subject to attri-
butional bias (in which informants believe that their past
decisions were more rational than they actually were),
which can introduce systematic error when respondents
reconstruct the past.

H16: The validity of key informant responses is greater for con-
structs pertaining to the present (vs. the past).

Objectivity. Reporting objective data is less demanding,
and thus the risk of distorting influences is lower than if key
informants must engage in subjective assessments (Davis,
Douglas, and Silk 1981). In contrast, constructs requiring
informants to perform subjective assessments open up the
possibility for informants to (knowingly or unknowingly)
report systematically erroneous information.

H17: The validity of key informant responses is greater for more
objective constructs (vs. more subjective constructs).

Salience. As we argued previously, because salient events
are more elaborately coded and have greater emotional
impact, information availability and retrievability tend to be
greater for salient events than for routine processes. Conse-
quently, we expect systematic response errors to play a
lesser role when salience is high.

H18: The validity of key informant responses is greater for con-
structs pertaining to more salient events (vs. more routine
events).

Specificity. Not only might the task of aggregating infor-
mation over multiple people when providing responses on
nonpersonal entities such as organizations cause random
computation mistakes, but its high cognitive demand may
also lead uncertain respondents to adopt systematic response
tendencies. For example, high cognitive demand placed on
respondents has been associated with the response style of
acquiescence (Paulhus 1991), the tendency to agree with
items regardless of content. Thus:

H19: The validity of key informant responses is greater for con-
structs pertaining to characteristics of specific people (vs.
nonpersonal entities).

Local scope. The lack of firsthand experience when
reporting on environmental (as opposed to firm-internal)
issues introduces the risk of systematic error. When relevant
firsthand experience is unavailable, respondents’ imagina-
tion may fill in information gaps (Huber and Power 1985),
which may lead them to systematically over- or underreport.

H20: The validity of key informant responses is greater for con-
structs pertaining to phenomena internal to the firm (vs.
phenomena related to the firm environment).

Methodology
Data. To employ the MTMM techniques necessary to

assess key informant validity, we need intertrait, intratrait,
intermethod, and intramethod correlations from multiple
informants on multiple traits. Our search for applications of
triangulation described in the previous study (Figure 2)
indicates that between 1998 and 2010, no study in six major
journals reports this information. Moreover, with the excep-
tion of Phillips (1981), studies on applications of MTMM
techniques focus mostly on self-reports, with method fac-
tors representing measurement techniques (Cote and Buck-
ley 1987; Doty and Glick 1998; Lance et al. 2010).

Thus, we needed to turn to a different data source to test
antecedents to key informant validity. We relied on eight
own data sets from the field of marketing strategy, which
used at least two key informants from each organization.
These data sets are from cross-sectional, cross-industry sur-
veys, thus reflecting typical conditions of key informant
studies in marketing research (Rindfleisch et al. 2008).
From these studies, we used 127 constructs. Table 4 pro-
vides an overview of the key informant samples and lists
exemplary constructs.
Assessment of key informant validity. From the various

methods available to analyze MTMM matrices using CFA
(Bagozzi, Yi, and Phillips 1991), we relied on the correlated
traits correlated methods (CTCM) approach (Lance, Noble,
and Scullen 2002) to separate true score variance, system-
atic measurement error, and random measurement error. In
this approach, a latent variable is specified for each trait
(i.e., construct) and each method (i.e., informant), and each
indicator loads on one trait factor and one method factor.
Moreover, traits are allowed to correlate freely with other
traits, and methods are allowed to correlate freely with other
methods. Web Appendix D (www.marketingpower.com/ jmr_
webappendix) provides a formal and visual representation
of this specification.

More specifically, to analyze key informant validity, we
specified a series of CTCM models. To deal with the rela-
tively common issue of nonconvergence, particularly in
smaller samples (Rindfleisch et al. 2008), we relied on three
approaches. First, instead of including all traits from one
data set in a complex single model, the models we specified
always included a set of four traits. To generalize across dif-
ferent trait combinations, we randomly assigned traits to
these models and considered each trait in multiple models
(20 on average). All models included two method factors
because two types of key informants were used in all our
samples. Second, consistent with our hypotheses that refer



to validity at the construct level, we constrained loadings on
each method factor to be equal for all items measuring 
the same construct using the same key informant. While
reducing the number of improper solutions, these con-
straints do not substantially affect our results. Third, we
excluded all models from further analysis for which stan-
dardized loadings exceeded 1 (Lance et al. 2010), which is
a sign of nonconvergence.

For each resulting model, we computed the variance
attributable to the type of key informant used by squaring
the loadings on the method factor for each indicator (Cote
and Buckley 1987). We then averaged the method variance
obtained this way across all items of the construct. Next, we
averaged this estimate across all models including the
respective construct to arrive at one estimate of key inform-
ant bias per construct. It represents the amount of variance
of the construct’s indicators that is due to the types of key
informants and serves as the dependent variable for testing
the hypotheses of Study 2.
Coding. To measure the construct characteristics evoked

by our hypotheses, we used the same expert rating approach
as in the first study. Interrater reliability of the four judges
was again high, with ICC(2, k) values ranging from .71
(objectivity) to .87 (local scope).
Results
Descriptive analysis. Before testing our hypotheses, we

analyzed the percentage of variance in our data due to the
key informant types. Consistent with previous studies (e.g.,
Cote and Buckley 1987), we computed the mean share of
key informant variance at the item level. To account for the
fact that random measurement error averages out if a con-
struct is measured through multiple items, we also computed
the exact mean share of key informant variance at the con-
struct level using the formula described in Web Appendix E
(www.marketingpower.com/jmr_webappendix). In Table 5,

we report descriptive results with regard to the construct
categories previously employed in Study 1.

Overall, we find that 19% (26.4%) of indicator (con-
struct) variance in our samples is due to the informant type
used. Regarding the construct categories, we find that sys-
tematic error is particularly low for performance-related
constructs (8.6%; 12.3%). Systematic measurement error is
also below average for constructs referring to the firm envi-
ronment (13.7%; 17.3%). In contrast, systematic measure-
ment error is more problematic with respect to intraorgani-
zational (24.0%; 33.7%) and interorganizational constructs
(23.0%; 33.2%).
Hypothesis testing. Because our data are hierarchically

structured (constructs are nested in studies), we use multi-
level regression. Web Appendix F (www.marketingpower.
com/ jmr_webappendix) reports the exact model specifica-
tions. Table 6 summarizes the results. The share of key
informant variance at the item level and the share of key
informant variance at the construct level serve as the
dependent variables. Therefore, low levels of the dependent
variable represent high levels of key informant validity.
Consistent with H16, key informant variance is lower when
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Sample Size
(Number of Firms 
and/or Business Units)

Position of First
Key Informant

Position of Second
Key Informant

Number of
Constructs Selected Constructs

126 Head of marketing Head of sales 31 Customer orientation (culture), competitive intensity,
responsiveness to customers and competitors

98 Marketing team leader Marketing team
membersa

20 Competitive intensity, market dynamics, task-related competence,
social skills

124 Key account team
leader

Key account team
member

13 Task-related competence, social skills, team performance,
customer share of revenues 

113 Head of sales Head of planning 13 Centralization, market complexity, market performance, decision
complexity, return on sales

215 Head of marketing or
head of sales

Head of management
accounting

12 Competitive intensity, market performance, cost leadership
strategy, differentiation strategy

133 Head of marketing
home country

Head of subsidiary
foreign country

13 Market complexity, market performance, market growth,
information flow, decision-making autonomy

136 Sales representative Customersb 7 Customer loyalty, customer orientation, flexibility, relationship
orientation

112 Head of marketing or
sales

Head of accounting 18 Formalization, centralization, market complexity, market
performance, organizational responsiveness

Table 4
MULTI INFORMANT SAMPLES USED IN STUDY 2

aFor most team leaders, multiple responses from team members were available. We averaged their responses to create a team-leader team-member dyad. 
bFor all sales representatives, multiple responses from customers were available. We averaged their responses to create a sales representative customer

dyad.

Table 5
AVERAGE SHARE OF KEY INFORMANT VARIANCE FOR

DIFFERENT CONSTRUCT CATEGORIES

Mean Share of
Key Informant

Variance
Item Construct

Studies Constructs Observations Level Level
Overall 8 127 1057 .190 .264
Performance 8 23 1057 .086 .123
Intraorganizational 8 66 1057 .240 .337
Interorganizational 7 12 931 .230 .332
Extraorganizational 8 26 1057 .137 .173



What Drives Key Informant Accuracy? 605

the construct refers to the present rather than the past. This
effect is significant at the item level (bI = –.028, p < .05) but
not at the construct level (bC = –.012, p > .05). Thus, sup-
port for H16 is mixed. Furthermore, key informant variance
is significantly lower for constructs referring to objective
information (bI = –.066, p < .05; bC = –.076, p < .05) and
salient events (bI = –.034, p < .05; bC = –.040, p < .05), in
support of H17 and H18. Key informant variance barely dif-
fers depending on whether constructs refer to characteristics
of specific people versus social entities (bI = .001, p > .05;
bC = .000, p > .05), which leads us to reject H19. Finally,
there is no support for H20, predicting that key informant
variance is lower when the construct refers to phenomena
internal to the firm (bI = .009, p > .05; bC = .002, p > .05).

DISCUSSION
Implications for Empirical Research Using Triangulation

Our findings have implications for marketing and man-
agement researchers who consider using a key informant
survey as their primary data source. On the basis of our
empirical analyses, we offer insights on seven important
questions they are facing. 
Are key informant reports accurate? Our results allow us

to empirically determine the overall accuracy of key
informants. To evaluate these results, an important first step
is to identify specific levels of key informant reliability and
key informant validity that are deemed acceptable.

For correlational approaches to reliability, researchers
might consider the .70 reliability cutoff for the sum of a con-
struct’s indicators (Nunnally 1978) and the .60 threshold for
aggregates across organizational informants (Glick 1985).
However, reported r and ICC(1) traditionally measure relia-
bility of individual informants instead of aggregates.

The literature on CFA offers insights into appropriate lev-
els of individual indicators that seem more relevant.
Bagozzi and Yi (1988) require the reliability of individual
indicators on average to be no smaller than .50. However,
they make this recommendation under the assumption that

multiple indicators are present to measure a construct. Thus,
instead of relying on a universal .50 threshold to assess the
reliability of individual key informants, the research context
needs to be taken into consideration. Particularly, individual
key informant reliability should be relatively greater if only
one key informant is used. Moreover, reliability require-
ments should also depend on the typical effect sizes in a
research domain. We aimed to analytically determine the
level of key informant reliability needed to identify true
small, medium, and large effects in different sample sizes
(for details, see Web Appendix G at www.marketingpower.
com/jrm_webappendix). Our analyses reveal that to identify
true small effects (f2 = .02, r = .14) in a sample of 500 firms,
individual key informant reliability must be .62 or higher.
To find medium effects (f2 = .15, r = .36) in a sample of 100
firms, a key informant reliability of .54 is sufficient (with
smaller reliabilities needed in larger samples). Given the
mean reliability of .612 that we find in our meta-analysis,
key informant data may be problematic if researchers
expect small effects, but they are adequate for identifying
medium and large effects. Finally, when rather distant
archival proxies are used for triangulation, small reliability
estimates may not be surprising. Therefore, when interpret-
ing reliability estimates, researchers should also take the
conceptual closeness of the data points into account, as we
do in our meta-analysis. For the rwg(J) agreement measure,
Brown and Hauenstein (2005) suggest a .80 threshold as
being indicative of strong agreement. The average key
informant agreement of .872 that we find in our first study
compares favorably with this cutoff value.

To the best of our knowledge, no established thresholds
exist for evaluating systematic measurement error. Thus, to
interpret the results from our second study, we describe addi-
tional analyses in Web Appendix G (www.marketingpower.
com/jmr_webappendix). First, we assessed the risk of sys-
tematic error creating an artificial effect where no true effect
is present. In samples of 500 firms, an 8% share of system-
atic error could suffice to produce such an artificial effect,
whereas in samples of 100 firms, a 19% share is required.
Thus, the results reported in Table 5 indicate that there is a
risk of finding artificial effects, especially in large samples.
Second, we explored the case of systematic error masking a
true effect. If the covariance between systematic error com-
ponents has the opposite sign of the true effect, even a 5%
share of systematic error could mask true small effects in
large samples. At the same time, a 20% (28%) share of sys-
tematic error is needed to mask a medium (large) effect
under these conditions. Thus, the average degree of bias in
our data sets suggests that there is a risk that true small and
medium effects are not correctly identified using key
informants.

Our finding of a mean item-level key informant variance
of 19% is consistent with the results of Cote and Buckley
(1987), who report for item variance in self-reports a share
of method influences of 15.8% in marketing and 23.8% in
other business disciplines. At the same time, it is worth
stressing that our results do not imply that research using
single key informants is necessarily biased. We report the
mean share of systematic error across key informants, but
consistent with Phillips (1981), there is variability between
key informants in our data. For example, in the last data set
listed in Table 4, we find a mean share of item-level key

Table 6
THE IMPACT OF CONSTRUCT CHARACTERISTICS ON THE
EXTENT OF KEY INFORMANT VARIANCE: RESULTS OF

MULTILEVEL REGRESSION

Dependent Variable: Share of 
Key Informant Variance
Item Construct

Hypothesis Independent Variable Level Level
Construct Characteristics

H16 Present-focused –.028 (.011)** –.012 (.016)n.s.
H17 Objective information –.066 (.008)** –.076 (.012)**
H18 Salient events –.034 (.012)** –.040 (.017)*
H19 Characteristics of .001 (.01)n.s. .000 (.001)n.s.

specific people
H20 Internal to the firm .009 (.005)n.s. .002 (.007)n.s.

N (studies) 8
N (constructs) 127
N (observations) 1057

*p £ .05.
**p £ .01.
n.s.p > .05 (not significant).
Notes: Unstandardized parameters are shown, and standard errors appear

in parentheses.



informant variance of 13.1%. However, if we consider only
the more accurate key informant for each construct, this
value drops to 7.4%. Thus, key informant responses can be
accurate.

Our results support Spector’s (2006) claim that it is an
urban legend that everything measured with the same
method automatically shares common method variance.
Indeed, key informant accuracy can be linked to a diverse
set of conditions, which we discuss in the next paragraphs.
Thus, we suggest that relying on key informants can be use-
ful if the circumstances are right.
For which phenomena are key informant responses par-

ticularly accurate? We find key informant accuracy to vary
systematically depending on the construct being measured.
Key informants are significantly more reliable for constructs
that refer to the present, that point to objectively verifiable
referents, and that address salient events. In addition, there
is some evidence that they are less reliable for constructs
referring to the firm environment. Comparing standardized
regression coefficients shows that the routine versus
salience factor has the strongest effect for correlations (Cor =
–.156), followed by present versus past (Cor = .105) and
subjective versus objective (Cor = –.104). Regarding agree-
ment, the strongest effects occurred for present versus past
(Ag = .193), environment versus organization (Ag =
–.191), routine versus salience (Ag = –.161), and subjec-
tive versus objective (Ag = –.083). In addition, we find key
informant validity to be greater for constructs pointing to
objective referents and addressing salient issues.

Scholars can use these findings to assess the suitability of
key informants for their particular study. For example, key
informant responses on performance outcomes (objectively
verifiable and salient) are likely to be relatively accurate.
However, for measures of organizational culture (subjective
and routine processes), key informants are less likely to be
highly accurate.
Which key informants provide particularly reliable

responses? Our results suggest that reliability is linked to
the informant’s hierarchical position and tenure. Informants
in high hierarchical positions and with longer tenure are
more reliable. As Kumar, Stern, and Anderson (1993) note,
response reliability is thus linked to the experience of the
particular informant.
For which organizations are key informant responses

particularly reliable? Overall, our results indicate that orga-
nizational characteristics do not substantively affect key
informant reliability. Thus, key informants appear to be a
suitable data source for various kinds of organizations. One
exception seems noteworthy: Reliability (as measured through
correlational approaches) is significantly lower for large
organizations, suggesting that key informant methodology
is particularly useful for research on small and medium-
sized enterprises.
In which industries are key informant responses particu-

larly reliable? Key informants appear to be less reliable
when industry concentration is high (e.g., the four largest
firms have a market share greater than 40%). In addition, key
informants are more reliable in R&D-intensive industries.
When should researchers employ key informant triangu-

lation? The results of this research indicate that scholars
should employ triangulation if at least one of two conditions
is met: (1) Key informant response accuracy is expected to be

low (relevant conditions are discussed previously), and/or (2)
little empirical evidence on key informant response reliabil-
ity exists in the particular research domain. As Figure 2 illus-
trates, this is especially the case for constructs referring to
interorganizational relationships and constructs referring to
the organizational environment.
How should researchers implement triangulation? First,

with respect to the goals of triangulation, we suggest that
researchers address both reliability and validity issues.
Moreover, given the degree of systematic error that we find,
an advisable step is to pursue the goal of enhancing validity
using the methods referred to in Figure 1. Second, regard-
ing the number of triangulated constructs, a prudent
approach is to collect data from multiple sources for at least
two (preferably three) constructs, which is a requirement for
applying CFA-based MTMM approaches. Third, our analy-
ses suggest cautious use of absolute threshold values to
assess reliability. As our elaboration of thresholds reflects,
the implications of reliability and validity for hypotheses
testing strongly depend on effect size, sample size, and the
type of data used. (Lower reliability values can be expected
if survey data is used for triangulation instead of archival
data.) Thus, we recommend assessing triangulation coeffi-
cients in light of these study-specific parameters. Fourth,
our search for studies using triangulation revealed the need
for improved reporting of triangulation. Only 127 studies
(of 182) provide numerical reliability information. In addi-
tion to information on key informant validity, this should
always be made available.
Implications for Further Methodological Research on
Triangulation

Our results also have some implications for further
methodological research. First, researchers could attempt to
uncover the exact cognitive mechanisms behind our find-
ings. For example, we find that key informants respond
more accurately if constructs refer to objectively verifiable
referents. Our social cognition explanation is that in these
situations, information availability/retrievability is greater.
However, if key informants are strategically inclined to 
misrepresent their perceptions, except when they know 
their responses can ultimately be verified, our findings
would not differ.

Second, further research could investigate how key
informant reliability and validity are linked to other aspects
of response behavior, such as response times. Fast response
times could indicate high information availability and thus
higher response accuracy. Third, whereas most method-
ological studies related to key informant research rely on
MTMM-based methods to analyze validity, applied empiri-
cal studies do not employ these methods, perhaps owing to
estimation problems common to many MTMM model
specifications. These problems have led to recommenda-
tions regarding sample size (n ≥ 250), number of informants
(k ≥ 3), and number of triangulated constructs (t ≥ 3)
(Lance, Noble, and Scullen 2002) that most studies in our
meta-analysis do not meet. Thus, on the basis of insights
from Figure 1 regarding typical triangulation designs in
applied research, researchers should develop approaches to
detecting systematic error with more realistic requirements.
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